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Abstract

This case study provides an inside look at how Microsoft Information Technology (Microsoft IT) deployed Microsoft® Windows Server™ 2003 Service Pack 1 (SP1) into the Microsoft global environment. This document describes Microsoft IT's high-level processes for deploying SP1 and the best practices they learned as a result. Microsoft IT minimized the cost of the deployment by planning carefully, creating a ramped rollout schedule, and using an installation sequencer to deploy a standardized software package. IT professionals can use this case study to help plan their SP1 deployments.
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Microsoft IT SP1 Deployment Case Study

Overview

This case study provides an inside look at how the Microsoft Information Technology team (Microsoft IT) deployed Microsoft® Windows Server™ 2003 Service Pack 1 (SP1) into the Microsoft global environment. This document describes Microsoft IT's high-level processes for deploying SP1 and the best practices they learned as a result. IT professionals, especially architects, can use this case study to help plan their SP1 deployments. 
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Note: 

This document does not cover Microsoft IT's deployment of SP1 to languages other than English.

Microsoft IT minimized the cost of the deployment by planning carefully, creating a ramped rollout schedule, and using an installation sequencer to deploy a standardized software package. Because Microsoft IT deployed various pre-release versions of SP1 (while it was still in development), some of their processes might not align with your business needs.

The following table defines terms that are used throughout this document.

	Term
	Definition

	software package
	A collection of the software components and configuration changes that are needed for an update.

	SP1 package
	The software package that Microsoft used to install Windows Server 2003 SP1. The SP1 package included the service pack, OEM components, independent software vendor (ISV) components, and a backup agent.

	installation sequencer
	A custom tool that installs multiple software components (or software packages) in a specific order.


Table 1   Deployment terms and definitions
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Note: 

The information about Microsoft IT’s deployment of SP1 in this case study is presented as an example. The SP1 package that Microsoft IT created is specific only to the Microsoft environment. If you choose to develop your own SP1 package, the software components that you should include will differ depending on the applications and hardware that are in your environment. 

Microsoft IT Objectives

Microsoft IT provides global IT services ranging from server and network operations to software deployment and end-user technical support. For internal deployments, Microsoft IT's objectives are the following:


Prove operating system reliability and functionality prior to the external release.


Update servers with minimal cost of testing and minimal impact on corporate operations.


Serve as a first customer for Microsoft by validating code, identifying bugs and compatibility issues, and providing reliability statistics.

Microsoft IT deployed Windows Server 2003 SP1 to fulfill these aims and to gain the increased security that the service pack offers. For more information about the new features and benefits of SP1, see Top 10 Reasons to Install Windows Server 2003 SP1 and Windows Server 2003 Service Pack 1 Product Overview Guide at the Microsoft Web site.

Microsoft IT Environment

Microsoft IT deployed SP1 into an environment which is characterized by a wide geographic distribution, the complexity of server roles and applications, and the requirement to deploy and test pre-release versions of software.

The environment spans more than 400 locations in over 80 countries. The server population includes 30 distinct server roles, which support hundreds of line-of-business (LOB) applications. Table 2 summarizes the large and complex Microsoft environment.
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Note: 

Table 2 does not include forests dedicated to code development.

	Forest
	Domains
	Domain controllers
	Total servers
	Users

	Corporate
	9
	203
	~6,500
	65,000

	Pre-production 
	3
	8
	38
	3,000

	Extranet
	3
	40
	~3,400
	26,000

	Total
	15
	251
	~9,938
	~94,000


Table 2   The Microsoft global environment 

Because they are required to test pre-release versions of software, Microsoft IT must deploy a given product not just once, but many times before it is finally released, sometimes in rapid succession. These pre-release versions include the following:


Beta builds. These are pre-production builds that allow product teams to set short-term goals for quality and functionality. Microsoft IT helps validate these builds in real-world scenarios.


Release Candidate (RC) builds. Release candidates are build versions that are almost ready for public release. Microsoft IT might receive several RCs.


Release to Manufacturer (RTM) builds. An RTM build is the final build that will be released to customers. Once Microsoft IT receives the RTM build, they finalize the software package for the installation sequencer and deploy it as quickly and safely as possible. Their goal is to completely deploy the RTM build within 30 days.


Interim Development Server (IDS) builds. IDS builds constitute minor milestones falling between Beta, RC, and RTM.


Escrow builds. Each time the development organization feels a build is very close to achieving the Beta, RC, or RTM milestone, they release an escrow build to Microsoft IT for deployment.

For more information about how Microsoft IT managed the challenges of their complex environment when deploying SP1, see How Microsoft IT Planned for Deployment.

Microsoft IT Methods

Microsoft IT created an installation sequencer and used a ramped rollout schedule to deploy SP1 throughout the company with the lowest risk.

Using an Installation Sequencer and System Management Server

Microsoft IT deployed SP1 by creating a sequencer that installed all of the new software and configuration changes that are needed for the update. For SP1, this included the service pack, updated OEM and ISV components, and a backup agent. Microsoft IT combined all of these items into a package and then tested the combined components. They used Microsoft Systems Management Server (SMS) to schedule the updates and also to distribute the package to each server. Using SMS significantly improved the speed of deployment, allowing Microsoft IT to decrease the rollout time.

Microsoft IT creates installation sequencers for a number of reasons. When you combine a service pack with other components, the other components might stop functioning correctly. The advantage of creating an SP1 package is that you can combine and test all of the components that are involved in the update individually. Then, you can test the entire package before deploying it widely.

For more information about how Microsoft IT created and used the installation sequencer, see How Microsoft IT Deployed SP1.

Using a Ramped Rollout Schedule

Microsoft IT deployed SP1 using a ramped rollout schedule. They deployed SP1 to a small number of servers in each role. Then, they doubled the number of each role deployed each day until they reached a daily limit (determined by resource constraints).

They found that this kind of ramped rollout provided the best balance between the total runtime available versus mitigating the risk in the event of deployment failures.

For more information about Microsoft IT's ramped rollout method, see How Microsoft IT Planned for Deployment.

Microsoft IT Recommendations

Based on their experiences with deploying software at Microsoft, Microsoft IT recommends that IT administrators consider each of the following steps when deploying SP1 into their environment.

	Step
	For more information about how Microsoft IT completed this step, see this section.

	1. Complete thorough pre-deployment planning in order to minimize the time and cost of updates.
	How Microsoft IT Planned for Deployment

	2. Schedule the rollout using a ramped method. 
	Determining the Best Rollout Type

	3. Distribute the rollout over the server population based on server role and criticality.
	Scheduling Servers by Role and Criticality

	4. Conduct thorough LOB application testing before deploying to a pre-production deployment.
	How Microsoft IT Tested SP1

	5. Create a sequencer that installs a software package which includes all of the components and configuration changes that are necessary for your SP1 update. 
	How Microsoft IT Deployed SP1


For more specific recommendations for your organization, see Recommendations for Your Organization.

SP1 Deployment Overview

Microsoft IT deployed SP1 in four main phases: planning, testing, deployment, and evaluation. The following sections discuss Microsoft IT's approach to each of these phases.

How Microsoft IT Planned for Deployment

As with all software deployments at Microsoft, for SP1, Microsoft IT planned extensively and carefully considered business requirements and product capabilities. Microsoft IT improved their chances for a smooth deployment of SP1 by thoroughly addressing a variety of concerns before starting the actual deployment. They did the following:


Provided the foundation for deployment by completing general planning tasks.


Addressed special requirements for 64-bit hardware.


Assessed the most effective way to use Security Configuration Wizard to configure Windows Firewall.


Chose the most appropriate rollout type.


Scheduled servers for deployment based on their role and criticality.

General Planning Tasks

Microsoft IT followed these pre-deployment steps, which reliably decreased the number of deployment failures. They recommend that all organizations similarly address these concerns.


Got support from management. They solicited management support to help server owners understand the benefits of the update versus the associated downtime. Management also helped by ensuring that owners conduct thorough LOB testing, which is critical for a successful deployment.


Coordinated with server owners. They communicated with server owners to determine which servers should be updated, and also to establish a clear understanding of the time and expected duration of the downtime.


Determined support constraints. They developed a realistic idea of the resources required to accomplish the deployment. For example, they estimated the maximum number of deployments and failures their resources could manage in a given day. 


Created a monitoring plan. They established a means of monitoring the progress of the deployment in order to quickly detect any failures that might have occurred. Microsoft IT used a combination of Microsoft Operations Manager (MOM), event logging, and communication with server owners to monitor the SP1 deployment.


Created an escalation plan. They set aside resources and established an escalation plan for diagnosing and correcting any deployment failures. For more information about Microsoft IT's escalation plan, see Following a Support and Problem Resolution Process.


Created a data backup plan. They ensured that the ongoing backup processes were up to date and working properly.


Ensured extra resources were available. Microsoft IT used SMS for most of their SP1 deployments, but they also set aside extra resources to handle the occasional manual update in the event of a failure in the automated method. 

64-bit Operating System Considerations

Microsoft IT deployed clean installations of the pre-release x64-based versions of Windows Server 2003 operating systems to some of their x64-based servers. (Unlike the 32-bit and Itanium-based versions of Windows Server 2003 SP1, the x64-based version of Windows Server 2003 SP1 is a new operating system, not a service pack.) 

Additionally, they deployed the 32-bit version of SP1 (running in emulation) to the other x64-based servers. All servers that were updated to SP1 (and not given a new operating system) were deployed the same way. 

Microsoft IT learned some important lessons from these 64-bit deployments:


They avoided potential software conflicts by conducting focused LOB application testing on both stand-alone servers and in pre-production environments.


They gained valuable information from parity testing of the functionality of the 64-bit operating system versions versus the 32-bit versions.


They decided how much 64-bit hardware to deploy based on a careful analysis of 64-bit server performance versus the 32-bit version in the same role.

For more information about 64-bit versions of Windows Server 2003, including trial versions and evaluation kits, see 64-Bit Computing with Windows Server 2003 at the Microsoft Web site. 

Security Configuration Wizard Considerations

While planning the SP1 deployment, Microsoft IT used pilot testing of Windows Firewall and Security Configuration Wizard (SCW) to determine how best to use these tools for securing the SP1 environment. Microsoft IT decided that it was critical to successfully complete the SP1 deployment before enabling the firewalls. Otherwise, simple firewall misconfigurations might have been mistaken for genuine deployment failures. 

Security Configuration Wizard (SCW) is a new feature in SP1 that provides a guided means of configuring Windows Firewall. SCW uses server roles that are defined in an extensible XML knowledge base which defines the services, ports, and other functional requirements for many different server roles. These roles include roles for Windows Server System™ applications such as Microsoft Exchange Server and Microsoft SQL Server.

Microsoft IT found that in the unusually complex and distributed Microsoft environment, it was best to use Windows Firewall and SCW in a variety of ways:


In environments with already closely managed security policies and in populations of servers with simply defined roles (such as domain controllers), Microsoft IT used SCW to configure Windows Firewall directly, using its pre-defined server role templates.


In less closely managed environments and server populations with complex multiple roles, Microsoft IT consulted the SCW security database to determine most of the security settings, and then modified the recommendations as necessary based on the results of pilot testing. Then, they applied the settings using Group Policy or manual methods.


Certain populations of servers at Microsoft use firewalls other than Windows Firewall. In these cases, Microsoft IT still used the SCW database for security setting recommendations, modifying these based on test results.


A few servers had such complex and unusual roles that Microsoft IT had to develop custom security templates based on pilot testing. Then, they applied them manually.

For more information about SCW, see the following:


Security Configuration Wizard for Windows Server 2003 at the Microsoft Web site. 


Microsoft IT Deploys Beta Software to Improve Products and Increase Internal Security at the Microsoft Web site.

Determining the Best Rollout Type

Microsoft IT decided to use a ramped rollout schedule to deploy SP1 because it provides a good balance between maximizing total runtime and minimizing risk in the event of a failure. They chose this rollout type among four general types of schedules after considering factors such as the rate new servers can be brought online, the total time available for the rollout and subsequent testing, and the cost involved if deployment failures require a rollback. 

Figure 1 illustrates the differences between the four principal rollout schedules. This hypothetical example comprises a 6-day rollout. The rollout goal is to deploy 126 servers by the end of the 6th day. This example assumes that the maximum number of servers that can be deployed in one day is 126 (in practice, Microsoft IT found this number to be closer to 40). 
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Figure 1   Comparison of four types of rollout schedules: An example 

Each of these rollout schedules have distinctive features:


Static rollout. All servers are deployed at once at the beginning of the rollout. No new servers are added subsequently.


Linear rollout. IT administrators deploy a fixed number of new servers each day until all servers are deployed.


Ramped rollout. Similar to a linear rollout, but the number of new servers added each day is steadily increased (typically doubled each day).


Backloaded rollout. A small number of servers are deployed initially, with a small number added each subsequent day until near the end of the rollout period when the remaining servers are deployed all at once.

The advantages and disadvantages of the different schedules are evident when you consider the total runtime available and the cost of a rollback. A static rollout provides the longest possible runtime for the deployment: 756 server-days by the end of the full 6-day rollout period (one server running for one day generates one server-day of runtime). In the same 6-day period, the linear rollout provides 441 server-days and the ramped provides 240 server-days. A backloaded rollout provides the least runtime (156 server-days).

Despite the lower total runtime, the real advantage of a ramped rollout is the time and effort you will save if a failure requires the deployment to be rolled back. For example, a severe failure on day 3 of the deployment in Figure 1 would require 126 servers to be rolled back in a static rollout and 63 servers to be rolled back in a linear ramped rollout. Only 14 would be rolled back in a ramped rollout. This consideration is particularly important because failures that occur early are more likely to be serious enough to require a rollback.

In summary, static and linear rollouts offer the greatest total runtime, but they are risky because a serious failure requires rolling back a large number of servers. A backloaded rollout is the least risky, but it provides a low total runtime. In addition, in a backloaded rollout, problems are not uncovered until late in the schedule. The ramped rollout provides the best balance between runtime and risk mitigation.

Scheduling Servers by Role and Criticality

Another way that Microsoft IT reduced risk was by first scheduling the rollout to be distributed over the server population based on server role, and then ordering it by criticality. First, they planned to deploy SP1 onto a minimal number of servers in each role. Then, they planned to follow the ramped schedule for each role in parallel. In the event of a failure, Microsoft IT could halt the rollout on the affected role (and investigate) without having to delay the other servers.

Distribution of Server Roles

Microsoft IT scheduled the rollout across various server roles simultaneously. When deploying SP1 into their pre-production environment and at the beginning of their production rollout, Microsoft IT attempted to deploy a population of servers that was similar to that used by Microsoft customers. 

Table 3 shows this distribution, which is based on market research. IT architects, particularly at LORGs (large organizations) and MORGs (medium-sized organizations), may find it worthwhile to similarly ensure that their own pre-production deployment reflects the complete diversity of their production environment.

	Server Technology
	%
	Server Technology
	%

	COM (Component Object Model)
	2%
	Print
	8%

	Custom applications
	5%
	Proxy
	3%

	Domain controller
	10%
	Systems Management Server (SMS)
	6%

	Dynamic Host Configuration Protocol (DHCP)
	3%
	SQL
	6%

	Domain Name System (DNS)
	3%
	Terminal Server 
	2%

	Exchange
	10%
	Infrastructure servers 
	10%

	File 
	6%
	Virtual Private Network (VPN)
	10%

	Internet Authentication Server (IAS)
	4%
	Windows Media
	3%

	Internet Information Services (IIS)
	5%
	Windows Internet Name Service (WINS)
	3%

	Microsoft Operations Manager
	1%
	TOTAL
	100%


Table 3   Distribution of server roles that Microsoft IT used for planning

Criticality of Servers

Within each server role, Microsoft IT considered how critical each server was and used this information for creating the rollout schedule. To estimate a server's criticality, Microsoft IT reviewed the following criteria with server owners:


Redundancy. Servers in redundant roles, such as domain controllers, were updated early in the rollout. In the event of a failure, these servers have the least impact on productivity.


Business criticality. Servers that were not critical to Microsoft business were updated early. For example, servers in the Human Resources department were deployed near the end of the rollout. 


Technical complexity. Servers with less complexity were updated early in the rollout. By deploying SP1 on less complex servers first, Microsoft IT demonstrated that SP1 ran successfully on these basic servers, building confidence before updating more complex ones. 


Cost of downtime. Servers with the least downtime cost were updated early in the rollout.


Geographical location. Servers physically close to Microsoft IT's base of operations were updated first. If a problem occurred, this allowed the most rapid communication during the critical early installations, including the ability to easily visit problem sites in person if necessary.


Application testing. Servers that required LOB or other application testing were scheduled later in the rollout. This allowed Business Unit IT (BUIT) groups sufficient time to test their applications. If any of the BUIT groups discovered application compatibility problems, they had time to investigate while Microsoft IT continued the rollout on other servers.


Server clusters. Individual server nodes were scheduled at least a few hours apart to ensure that the installation had time to complete on one node before updating the next node triggered failback.

In the deployment schedule, Microsoft IT first deployed redundant or non-critical servers, such as departmental SQL servers. The last servers were the most critical servers, such as production servers and databases that hold financial information for Microsoft. 

Microsoft IT used an internally developed change control database to designate a server maintenance window for each server. This system ensures that any restart downtime is minimized and it enables the server owner to plan ahead to work around any issues. The maintenance window differs by server, geography, and business needs. When possible, Microsoft IT scheduled updates based on each server's server maintenance window. When this was not possible, they scheduled deployments during local non-business hours.

Table 4 shows a typical ramped rollout schedule that illustrates these scheduling principles. In this example, 300 servers in 19 roles are deployed over 12 days, with a maximum of 40 servers deployed per day. The distribution of roles follows the server diversity shown in Table 3, and the deployment within each role follows the ramped schedule illustrated in Figure 1.

	Server role
	Day 1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	Total 

	DC
	1
	0
	2
	0
	4
	4
	4
	4
	4
	4
	3
	0
	30

	DNS
	1
	0
	2
	0
	4
	0
	2
	0
	0
	0
	0
	0
	9

	DHCP
	1
	0
	2
	2
	2
	2
	0
	0
	0
	0
	0
	0
	9

	Print Server
	1
	0
	2
	4
	4
	4
	4
	4
	1
	0
	0
	0
	24

	WINS
	1
	0
	2
	2
	2
	2
	0
	0
	0
	0
	0
	0
	9

	File
	0
	1
	0
	2
	4
	4
	4
	3
	0
	0
	0
	0
	18

	Proxy
	0
	1
	0
	2
	0
	2
	0
	2
	0
	2
	0
	0
	9

	TS
	0
	1
	0
	2
	0
	0
	2
	0
	0
	1
	0
	0
	6

	IIS
	0
	1
	0
	2
	0
	2
	0
	0
	4
	0
	0
	6
	15

	IS
	0
	1
	0
	2
	0
	0
	4
	0
	8
	0
	8
	7
	30

	IAS
	0
	1
	0
	2
	0
	2
	0
	4
	0
	3
	0
	0
	12

	VPN
	0
	0
	1
	0
	2
	0
	4
	4
	4
	8
	7
	0
	30 

	SMS
	0
	0
	1
	0
	2
	2
	0
	4
	4
	0
	4
	1
	18

	MOM
	0
	0
	0
	1
	0
	1
	1
	0
	0
	0
	0
	0
	3

	Exch
	0
	0
	0
	1
	0
	2
	2
	2
	3
	4
	8
	8
	30

	COM Server
	0
	0
	0
	1
	0
	2
	2
	1
	0
	0
	0
	0
	6

	Win Media
	0
	0
	0
	1
	0
	2
	2
	2
	2
	0
	0
	0
	9

	SQL
	0
	0
	0
	1
	0
	2
	4
	4
	4
	3
	0
	0
	18

	Custom apps
	0
	0
	0
	0
	1
	0
	2
	0
	4
	0
	0
	8
	15

	Total
	5
	6
	12
	25
	25
	33
	37
	34
	38
	25
	30
	30
	300


Table 4   Sample ramped rollout schedule 

For more information about planning for deployment, see Planning for Deployment at the Microsoft Web site.

How Microsoft IT Tested SP1

Microsoft IT performed extensive testing before they deployed SP1 to production servers. Microsoft IT tested basic operating system functionality and Business Unit IT (BUIT) groups tested LOB applications. Then, Microsoft IT deployed SP1 into a pseudo-production environment

Basic Operating System Testing

Before deploying SP1, Microsoft IT did extensive operating system testing on each major milestone build. The SP1 package was installed on 20-25 test computers for 2-7 days while Microsoft IT verified the following:


The server booted successfully and there was no obvious loss of functionality. 


The SP1 package installed correctly and all scripts completed the intended tasks. 


All OEM and ISV components (for example, antivirus software and backup agents) functioned properly.


Each server role functioned properly in the testing environment.

Within Microsoft IT, there is an engineer who owns each server role. For example, one person owns DNS, another owns WINS, and so on. These engineers verified that each server role functioned correctly. After each engineer signed off on the build, Microsoft IT deployed it in their pseudo-production environment.

For more information about testing, see Designing a Test Environment at the Microsoft Web site.

Line-of-Business Application Testing

At Microsoft, every LOB application is managed by a BUIT group. These are IT groups whose primary purpose is to develop, maintain, and support a set of LOB applications. For example, one BUIT group is in charge of the installation of the Siebel Systems application that runs the call center. Another group is responsible for human resources applications. 

For SP1, BUIT groups conducted most of the functional and technical application testing because they are the experts for each LOB application. They are most familiar with the key scenarios, functionality, and dependencies of the applications they manage. 
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Note: 

Because one of the key goals of application compatibility testing at Microsoft is to pass valuable feedback to the product groups, it makes sense for Microsoft IT to distribute the testing efforts to the BUIT groups. Because they are experts on each application, they can provide the best feedback to the product groups. Other enterprises may choose instead to concentrate the testing of a new version of a product in a single group. The group would work with the owners of each LOB application on issues as they come up.

Each BUIT group ensured that their applications continued to perform as designed with each major milestone build. They tested critical applications first to allow more time to resolve issues before deploying the product company wide. Then, they tested non-critical applications in order of the number of SP1 issues they anticipated for each application. 

Each BUIT group downloaded the new SP1 build, installed the LOB application, and tested the application's features and functionality. BUIT groups did their testing in several ways. Some groups rebuilt computers for each test. Others used Microsoft Virtual PC or Microsoft Virtual Server. Some groups used Terminal Services to access a central server hosted by Microsoft IT. Additionally, some BUIT groups used pre-existing build labs for application testing.

The BUIT groups logged all test results into an application portfolio database. When they found an issue, they added it to the issue tracking system. BUIT groups resolved issues caused by their specific applications, but they escalated issues that were caused by the pre-release version of SP1. 
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Note: 

It is important to track successful tests as well as issues that you encounter.

The BUIT owner formally signed off on the testing process once all major issues between the SP1 build and the LOB application were resolved.

For more detailed information about the process Microsoft IT uses and recommends to enterprise customers for ensuring application compatibility, see LOB Application Compatibility Testing at Microsoft at the Microsoft Web site.

For general information about application testing, see Planning and Testing for Application Deployment at the Microsoft Web site.

Deploying SP1 into a Pseudo-production Environment

Microsoft IT then deployed the build to 2-3 servers that were not business critical in their pseudo-production environment. The pseudo-production environment contains servers that host the user accounts for many employees in the Windows division. 

If a problem occurred in the pseudo-environment, the product team was motivated to fix it because it impacted their ability to work. In addition, this environment put realistic stress on the build, which is very difficult to simulate in a test environment. After these initial deployments, Microsoft IT waited 24-48 hours before deploying SP1 onto production servers.

For more information about creating a pseudo-production environment, see Designing a Pilot Project at the Microsoft Web site.

How Microsoft IT Deployed SP1

After Microsoft IT planned their deployment, performed sufficient testing, and deployed SP1 into their pseudo-production environment, they were ready to deploy SP1 to production servers. This section covers the following:


Using an Installation Sequencer

Deploying with Systems Management Server

Following a Support and Problem Resolution Process
The following steps outline the general process that Microsoft IT used to deploy SP1.
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Microsoft IT did the following to deploy SP1:

	1.
Generated change control requests. Two weeks prior to deployment, Microsoft IT generated change control requests using a Web form for each of the scheduled servers, and then sent them to server owners. These requests described when SP1 would be installed and what servers would be impacted. 

2.
Created SMS collections and advertisements. Two days prior to deployment, Microsoft IT created SMS collections and advertisements for the scheduled servers. 

Note   They created SMS collections close to the deployment date in case of schedule changes.

3.
Updated selected servers. Microsoft IT updated the selected servers using either SMS or Terminal Services. 

4.
Monitored deployment. Microsoft IT typically scheduled SMS deployments overnight, so that the next morning they could verify that SMS started the deployment and that the sequencer installed the package successfully. For manual updates, Microsoft IT monitored the deployment as it was happening. In both cases, Microsoft IT then sent a status report to the server owners.

5.
Rescheduled failed installations. If an SMS update failed, Microsoft IT notified the Data Center Operations team (OPS), and then they rescheduled the update. 

Note   If there were only 1-2 SMS failures, Microsoft IT updated them manually to avoid the cost of rescheduling an update.

6.
Updated ITConfig. Once SP1 had been successfully installed on a server, SMS automatically updated ITConfig (the database application that contains configuration information for all of Microsoft servers).


Using an Installation Sequencer

Microsoft IT deployed SP1 internally by first creating a sequencer that installed all of the new software and configuration changes that are needed for the update. For example, for SP1, this included the service pack, OEM components, ISV components, and a backup agent. Microsoft IT combined all of these items into a package and then tested the combined components before deploying it to multiple servers. The installation sequencer installed the following components in a specified order.

	Component
	Description

	OEM and IHV
	Contained drivers, firmware, BIOS updates, updated monitoring and management tools. 

	ISV
	Contained eTrust Antivirus and VERITAS Backup Exec.

	Security updates
	Contained any security updates.
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Note: 

For SP1, there were no security updates. Because Microsoft IT creates software packages on a continual basis, they add security updates as they come along. 

	Service pack
	Contained SP1.


Table 5   Software package components

Microsoft IT creates software packages and installs them using a sequencer for various reasons. For example, when you combine a service pack with other components, the other components might stop functioning correctly. The advantage of creating a software package is that you can combine and test all of the components that are involved in the update first. Then, you can test this custom package before deploying it to multiple servers.

Microsoft IT creates a new software package every six months. Therefore, to create the SP1 package, they simply added the service pack and any new drivers to the previous package. Customers could use a similar process by continually keeping their software packages up to date. 

They also design the software packages to maintain the integrity of the existing installation — that is, the package installation does not change the computer's existing settings. For example, if a setting on a server is the default but the default changes in the new software, then the package updates the setting to reflect the new default. If a setting has been customized on the production server, then the package leaves it as it is. For example, each software package maintains any modifications that have been made to how virtual memory is used.

Order of Installation

The installation sequencer installed each of the components in the SP1 package in a specific order. Microsoft IT determined this order in part by following these general guidelines:


Consider files that will be replaced by the service pack. If you are installing software that contains files that may be replaced by the service pack, you should pay attention to the order you install each component. For example, you should update OEM and IHV components after you install the service pack to make sure that specific non-Microsoft files (for example, drivers) are not overwritten by generic Microsoft files. The non-Microsoft files may be required for your management tools to function properly.


Do not install the service pack and other software simultaneously. You should not install other applications or software during the service pack installation. During start up, the service pack installation checks that the server has the required amount of free space. Therefore, if another installation is running in parallel, the service pack installation may fail if there is not sufficient free space. This type of failure usually results in loss of data.  
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Microsoft IT used the following sequence to install the software package:

	1.
Collected general information about the server. Microsoft IT first collected information including the amount of free space, services that were installed, what operating system the server was running and the hardware manufacturer.

2.
Installed management tools. Microsoft IT installed a set of tools and debuggers on each server. Many of these tools that they installed are from Windows Server 2003 Resource Kit Tools and can be used to help administrators streamline management tasks such as troubleshooting issues.

3.
Modified the Boot.ini file to configure system startup properties. For example, Microsoft IT edited the Boot.ini file to display the drivers that are loading and they modified the startup options.

4.
Configured Microsoft Internet Information Services (IIS). If IIS was installed, Microsoft IT configured the performance settings to a predetermined standard. For example, they modified the maximum number of allowed connections and the connection time-out limit.

5.
If they were not already installed, Microsoft IT installed the following components:

SMS 2003 SP1 Advanced Client


Simple Network Management Protocol (SNMP)


eTrust Antivirus


VERITAS Backup Exec

6.
Updated the registry. For example, Microsoft IT did the following:


Configured the Dr. Watson program. 


Disabled any unnecessary services. 


Configured the Event Log service.


Configured TCP/IP for security and performance. 

7.
Configured performance settings. Microsoft IT modified each server's performance settings, such as the size of pagefile.

8.
Installed the service pack.
9.
Installed OEM and IHV components. Microsoft IT installed OEM components for Hewlett Packard and Dell servers including drivers, firmware, and BIOS updates, and updated monitoring and management tools.

10.
Restarted the server. 


Software Package Standards

Another factor that affected how Microsoft IT deployed SP1 was the quality standard assigned to the software package. Microsoft IT indicates the package's level of quality with color levels. The colors assign standards to the code as follows:

	Standard
	Definition

	BRONZE
	This is the standard assigned to a software package that is undergoing initial testing in the lab. At this point, there is only minimal support from the product team if problems occur. 

The minimum time in Bronze for all milestone builds (Beta, RC, and RTM) is 7 days, depending on the schedule and the quality of the build during the initial testing. 

In order for a software package to be promoted to Silver, it must endure 72 hours of continuous runtime with no installation errors that prohibit wider deployment.

	SILVER
	This is the standard assigned to a software package that is considered highly stable. Silver software packages are deployed in both pseudo-production and production environments. At this point, there are sufficient support resources from the product team and Microsoft IT if problems occur. 

After meeting the exit criteria from Bronze, a Beta or RC software package is moved to Silver for the remainder of its life cycle. An RTM software package is considered Silver until SP1 reaches RTM.

	GOLD
	This is the standard assigned to the software package that includes the SP1 build that is released to manufacture (RTM). Only RTM software packages are assigned the Gold standard. A new software package is assigned to Gold every six months, regardless of the product cycle.

	RUST
	This is the standard assigned to retired software packages that are no longer supported. Because Microsoft releases a new software package every six months, they support each Gold software package for one year, and then it is assigned the Rust standard.


Table 6   Software package standards

Deploying with Systems Management Server

Microsoft IT primarily used Systems Management Server (SMS) 2003 as the delivery agent for applying the SP1 package. When this was not possible (for example, if they needed to stop and start services during the installation) or when a failure occurred, they deployed SP1 manually using Terminal Services. 

To update clustered servers, Microsoft IT treated each cluster node as if it were a stand-alone server. They installed SP1 on each cluster node and trusted the cluster service to handle the resulting failovers. However, they scheduled the update for each node either a day or at least few hours apart to ensure that the installation would be complete before failback. 

Steps for Distributing SP1 Using SMS

Because Microsoft IT scheduled updates according to each server's maintenance window, they created one SMS collection for each window. They created the collections based on the maintenance windows for that day. 
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A few days before the update, Microsoft IT did the following to distribute SP1 using SMS:

	1.
Created a list of all the servers to be updated.

2.
Divided the servers into groups based on the time of day the installation was scheduled.

3.
Created collections to reflect the scheduled times.

4.
Added each server to the appropriate collections.

5.
Created an SMS package that included the path to the SP1 package. 

6.
Created an advertisement for each collection with the scheduled date and time. 


Monitoring SMS Deployments

The installation sequencer generated informational, error, and warning events with Event IDs in the 900-999 range. Microsoft IT manually checked the logs for these specific events. In some instances, Microsoft Operations Manager (MOM) alerted Microsoft IT to installation failures by reporting a failed heartbeat. 
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Note: 

Customers can create their own custom MOM rules to detect installation events that are created by SP1 Update.exe. 

Microsoft IT typically scheduled SMS deployments overnight. Then, the next morning they verified that SMS started the deployment and that the sequencer installed the package successfully. 

You can find more information about how Microsoft IT deployed and now uses SMS in the following resources:


To watch a presentation about how Microsoft IT deployed SMS 2003 at Microsoft, see Systems Management Server 2003: Deployment at Microsoft at the Microsoft Web site. 


For more information about how Microsoft IT patches its desktop and server environment with SMS, see Systems Management Server 2003: How Microsoft Does Patch Management at the Microsoft Web site.


For more information about how Microsoft IT patches desktop computers with SMS, see Desktop Patch Management with Microsoft Systems Management Server 2003 at the Microsoft Web site.


For details about deploying SP1 using SMS, see article 894712, "How to deploy Windows Server 2003 Service Pack 1 (SP1) by using Systems Management Server," in the Microsoft Knowledge Base.

Following a Support and Problem Resolution Process

Microsoft IT established a well-defined escalation process to resolve problems that were discovered with the SP1 build (either during a manual installation, from MOM, or through a server owner). They escalated an issue through the following groups in the specified order:

1.
Data Center Operations team (OPS). OPS centrally monitors and remotely manages the 10,000 servers that reside in the Microsoft environment. In the event of an SP1 or other server-related failure, OPS either received an alert from their MOM monitoring infrastructure or were notified by a server owner. Upon notification, OPS triaged the issue. They escalated all issues other than configuration problems, known issues, or network connectivity problems to ADD for debugging. 

2.
Advanced Diagnostic and Debug team (ADD). ADD is Microsoft IT's diagnostic and debug support team. ADD investigated, determined the cause, and tried to resolve each issue that they received. If needed, ADD contacted the support team for the application or service that the issue was related to. For example, if the issue only impacted Microsoft Exchange Server functionality, they contacted the Exchange support team. 
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Note: 

Because of Microsoft IT's deployment of pre-release products, it is important for them to provide feedback to the product group. External customers would call Microsoft Customer Service and Support (CSS) after issues were raised within their own operations team.

3.
Windows Server 2003 SP1 product team. If ADD determined that the problem was because of the SP1 build, they escalated the issue to the SP1 product team. 
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Note: 

Although this process is specific to Microsoft, you should create and follow a similar escalation process before calling CSS with SP1 questions.

How Microsoft IT Evaluated SP1

Microsoft IT completed three reliability studies to assure that Microsoft released a service pack that achieved the expected level of reliability. In addition, Microsoft IT completed a performance study to compare the performance of specific SP1 components. The goal of these studies was to prove the reliability and performance of SP1 in a production environment before releasing it to customers. This section covers the following:


SP1 Reliability Studies

SP1 Performance Studies
SP1 Reliability Studies

Microsoft IT performed reliability studies for each of the major milestone builds (Beta, RC Escrow, RTM Escrow). Before Microsoft IT could sign off on SP1, these studies had to prove that servers running SP1 maintained the expected level of reliability.

For each study, Microsoft IT updated 125 production servers with the SP1 milestone build. The collection of servers was similar to that used by Microsoft customers. During typical workloads, Microsoft IT recorded and analyzed each restart over 18-21 days. They captured and coded restarts electronically using Shutdown Event Tracker. Microsoft IT used Microsoft Reliability Analysis Service (MRAS) to view the results of the studies. When a restart was the result of an operating system failure, the length of the downtime it caused was counted toward the downtime metric. 
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Note: 

Planned downtime did not count toward the downtime metric.

For more information about MRAS, see Microsoft Reliability Analysis Service at the Microsoft Web site. 

For more information, see Shutdown Event Tracker overview at the Microsoft Web site.

SP1 Performance Studies

Additionally, Microsoft IT completed performance studies during the development of SP1. Before Microsoft IT could sign off on SP1, these studies had to prove that servers running SP1 maintained the same performance or higher than servers without SP1. They compared the performance in the following scenarios:


Windows Server 2003 RTM versus Windows Server 2003 with SP1 on a 32-bit operating system


SP1 with SCW and Windows Firewall versus SP1 without SCW and Windows Firewall


An x64-based processor running a 32-bit operating system versus running a 64-bit operating system 

First, Microsoft IT used Service Performance Advisor to collect performance variables like CPU utilization, memory usage, and data latency on 20-25 servers. They used servers of various roles located all around the world for these studies. They collected the data during typical workloads for two weeks in order to establish baseline ranges for each of the performance variables. Then, they updated each server to SP1 and tracked the same performance variables during the same workloads for another two weeks. 
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Note: 

For the second scenario, Microsoft then installed SCW and Windows Firewall and tracked the same performance variables for an additional two weeks.

Microsoft IT was able to prove the performance of SP1 in a production environment before releasing it to customers.

For more information about Service Performance Advisor, see Server Performance Advisor V1.0 at the Microsoft Web site.

Recommendations for Your Organization

Based on their experiences with deploying SP1, Microsoft IT has specific recommendations for:


Large Organizations

Middle-sized Organizations

Small Businesses
For more information about these recommendations, see Best Practices for SP1.

Large Organizations

Pre-deployment planning is critical to IT administrators in large organizations. Large organizations have the most to gain from automating the installation using an installation sequencer, a custom SP1 package, and a tool like SMS. You should also thoroughly test your SP1 package with LOB applications before deploying to a pre-production environment. In addition, large companies should use a ramped rollout schedule and then schedule the deployment based on each server's role and criticality. 

SCW may not be as useful for large organizations, except as an advisory tool or when the templates are applied to specific server roles after the rollout. Even if you choose not to use SCW to directly manage security settings, its knowledge base is an excellent reference for the appropriate security settings that can be applied by other means. If you choose to enable Windows Firewall, you should configure it with SCW, or you should base the configuration on SCW security policies.

Middle-sized Organizations

IT administrators of middle-sized organizations should thoroughly plan for deployment. You should automate the installation as much as possible (depending on your resources) using an installation sequencer, a custom SP1 package and a tool like SMS. You should also thoroughly test your SP1 package with LOB applications before deploying to a pre-production environment (even to two or three servers with overlapping roles). To get the most out of your hardware, you should consider using Microsoft Virtual Server or Microsoft Virtual PC. 
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Note: 

Virtual Server and Virtual PC currently support only 32-bit operating systems. You can, however, run Virtual Server on 64-bit hardware as long as the host operating system is 32-bit. For more information, see Microsoft Virtual Server 2005 and Microsoft Virtual PC 2004 at the Microsoft Web site. 

In addition, you should use a ramped rollout schedule and should then schedule the deployment based on each server's role and criticality. After you deploy SP1, you should consider using SCW. SCW is often very useful for middle-sized organizations, either by applying the pre-defined roles or as an advisory tool. Even if you choose not to use SCW to directly manage security settings, its knowledge base is an excellent reference for the appropriate security settings that can be applied by other means. If you choose to enable Windows Firewall, you should configure it with SCW or you should base the configuration on SCW security policies.

Small Businesses

IT administrators of small businesses should thoroughly plan for the deployment. You may find it worthwhile to automate at least some of the pre-rollout actions (for example, server health checks), even if you do not use SMS. You should also deploy SP1 into a pre-production environment. Consider investing in Virtual Server or Virtual PC to get the most out of your hardware. 
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Note: 

Virtual Server and Virtual PC currently support only 32-bit operating systems. You can, however, run Virtual Server on 64-bit hardware as long as the host operating system is 32-bit. For more information, see Microsoft Virtual Server 2005 and Microsoft Virtual PC 2004 at the Microsoft Web site. 

A ramped rollout is probably not necessary for small organizations, but deploying SP1 to non-business critical servers first is still important. You should consider using SCW after you have deployed SP1. SCW is ideal for configuring and managing security settings in small environments. If you choose to enable Windows Firewall, you should configure it with SCW, or you should base the configuration on SCW security policies.

Best Practices for SP1

The best practices that Microsoft IT developed from its deployment of SP1 are as follows:


General

Planning

Testing

Deployment

Security
General


Read SP1 documentation. Before you install SP1, you should read the following documentation at the Microsoft Web site. 


Windows Server 2003 Service Pack 1 Product Overview Guide. Includes an overview of the new and changed features of Windows Server 2003 SP1. 


Readme for Microsoft Windows Server 2003 Service Pack 1. Includes installation information and information about late-breaking issues with SP1.


Frequently Asked Questions About Windows Server 2003 Service Pack 1. Includes answers to the most frequently asked questions about the features and enhancements that Windows Server 2003 SP1 adds to Windows Server 2003.

Planning


Use a change control database to manage planned downtime. You should implement a change control process to reduce issues that can arise from lack of knowledge of work occurring elsewhere in the organization. Microsoft IT uses an internally developed change control database (ITConfig) to designate a server maintenance window for each server. This system ensures that any restart downtime is minimized, and it enables the server owner to plan ahead to work around any issues. The maintenance window differs by server, geography, and business needs. Administrators of server clusters should place each cluster node in a separate maintenance period in the database to avoid taking the entire cluster offline.


Consider disk space. When planning for deployment, you must take into account the required disk space for the installation. For detailed information about space requirements for SP1, see article 892807, "The hard disk space requirements for Windows Server 2003 Service Pack 1 (SP1)," in the Microsoft Knowledge Base.


Consider files that will be replaced by the service pack. If you are installing software that contains files that may be replaced by the service pack, you should pay attention to the order in which you install each component. For example, you should update OEM and IHV components after you install the service pack to make sure that specific non-Microsoft files (for example, drivers) are not overwritten by generic Microsoft files. The non-Microsoft files may be required for your management tools to function properly.


Target non-critical servers first. When creating your deployment schedule, you should deploy SP1 to non-critical servers first. For more information about how Microsoft determined criticality, see Scheduling Servers by Criticality and Role previously in this document. 


Communicate widely. Through previous experience with other deployment projects, Microsoft IT has learned some key lessons about the importance of communication during a project. Deployment teams need to establish regular communication methods to convey what they plan to do and when they plan to do it. Additionally, they must communicate quickly when problems arise, and they must promptly send consistent status reports when issues are resolved and projects are complete. Microsoft IT recommends the following communication methods:


Project Web site. Microsoft IT created a project Web site to track the deployment. The site included deployment schedules, status updates, problem resolution processes, and other information related to the deployment.


Status reports. In addition to e-mails sent during the planning stages, Microsoft IT sent daily status reports during deployments. These e-mails discussed issues related to the deployment such as the number of servers updated out of the total scheduled for update, other metrics related to the deployment (for example, results from the reliability studies), and a link to project plans and other project-related documentation.


Weekly meetings. Microsoft IT had meetings each week to monitor the deployment across all teams. A representative from each team involved in the deployment attended to report their status.

Testing


Construct a test lab and pre-production environment. As a rule, Microsoft IT tested every step of the deployment in the lab before putting it into production. Performing tests in a lab mitigated some of the risks associated with deploying pre-release software. SP1 should always first be tested in a lab environment, and then in a pre-production environment if possible. To save time and resources, you can assign multiple roles to a single server. All business-critical applications should be tested against the new operating system in a test environment before their servers are updated in the production environment.


Update all of your OEM, IHV, and ISV components before deploying SP1. You should update all of the components that you use and test them with SP1 before deploying SP1 into your production environment. This includes updated drivers, firmware, BIOS, and updated monitoring and management tools, as well as your antivirus utility and backup agent.


Assign server role experts to perform tests.The engineer who owns each server role should test SP1 against that server role. For example, the DNS engineer should verify that the test DNS server functions correctly. These engineers are experts on each of these roles and this will make testing much more efficient. 


Consider application compatibility. It is extremely important that you understand the changes in SP1 and test accordingly, especially for application compatibility. You should review your domain permissions and any configuration changes that you have made. Application compatibility could be affected if you do not understand the changes to the following features:


DCOM security enhancements. There are more specific COM permissions and computer-wide restrictions in SP1. Improper use of the added or changed settings can cause applications and Windows® components that use DCOM to fail. SP1 changes COM to provide computer-wide access controls that govern access to all call, activation, or launch requests on the computer. In essence, these access controls are an additional AccessCheck call that is done against a computer-wide access control list (ACL) on each call, activation, or launch of any COM server on the computer. 


RPC interface restriction. A number of changes have been made in the Remote Procedure Call (RPC) service for Windows Server 2003 with SP1 that help make RPC interfaces secure by default and reduce the attack surface of Windows Server 2003. The most significant change is the addition of the RestrictRemoteClients registry key. This key enables you to modify the behavior of all RPC interfaces on the system and can be used to eliminate remote anonymous access to RPC interfaces on the system, with some exceptions. Additional changes include the EnableAuthEpResolution registry key and three new interface registration flags. 

For information about what has changed in SP1, see the following documents at the Microsoft Web site. 


Windows Server 2003 Service Pack 1 Product Overview Guide

New Networking Features in Microsoft Windows Server 2003 Service Pack 1
Deployment


Create a sequencer to install a custom SP1 package. As discussed throughout this document, creating an installation sequencer and custom software package can be very beneficial for most organizations. You can create a sequencer in a variety of ways. For example, you can create multiple scripts, an .exe file, or even batch files to install the software components in a specified order. Your software package should include the service pack, critical hotfixes, updated OEM and ISV components, and a backup agent. When you combine a service pack with other components, the other components might stop functioning correctly. The advantage of creating a software package is that you can combine and test all of the components that are involved in the update first. Then, you can test this custom package before deploying it to multiple servers.


Do not install the service pack and other software simultaneously. You should not install other applications or software during the service pack installation. During start up, the service pack installation checks that the server has the required amount of free space. Therefore, if another installation is running in parallel, the service pack installation may fail if there is not sufficient free space. This type of failure usually results in loss of data.  


Minimize deployment schedules by using automated tools.In heavily managed environments, it might be more cost-effective to deploy a management system, such as SMS, before deploying SP1. An accurate server inventory is valuable prior to deployment, and SMS can easily provide this information. In addition, you should disable features of SMS that will not be used in the deployment. This will make SMS both faster and easier to administer. 


Remotely update servers in global environments. For highly dispersed and global environments, implementing hardware, software, and procedures to remotely administer and update servers is often very cost-effective, and it reduces downtime and the risks associated with updates.

Security


Consider Windows Firewall. Unlike the default setting in Windows XP Service Pack 2, Windows Firewall is turned off by default in Windows Server 2003 SP1 and must be turned on to begin protecting systems. Before enabling Windows Firewall, you should understand the changes that it will make to your environment. If you choose to enable Windows Firewall, you should configure it with SCW or you should base the configuration on SCW security policies. 


Consider Security Configuration Wizard (SCW). SCW is the preferred method for configuring Windows Firewall and creating security policies for servers based on their roles. SCW is a new feature in SP1 that provides a guided means of configuring Windows Firewall. Before you deploy SCW policies to your servers, you should:


Research SCW, Windows Firewall, and best practices for both. For more information, see Security Configuration Wizard for Windows Server 2003 at the Microsoft Web site.


Conduct pilot deployment testing of SCW and Windows Firewall (or any other firewall you may be using). 


Complete your SP1 deployment and verify that it is healthy. For more information on how Microsoft IT planned for SCW deployment, see  earlier in this document. 


Consider Internet Explorer changes. There are many changes to Microsoft Internet Explorer with SP1. For example, Internet Explorer has been updated to prevent unintentional downloads of misrepresented, malicious code and the automatic resizing of browser windows as a ruse to extract sensitive data from employees. You should understand all of the Internet Explorer changes and test them in your test lab before deploying SP1 in production environments. 

Troubleshooting

The following are specific issues that Microsoft IT encountered when deploying SP1. Customers should review this information to help resolve deployment problems. 


General Installation Failures

SMS Installation Failures

Application Compatibility Issues
General Installation Failures

When Microsoft IT encountered an installation failure, it was typically for one of the following reasons: 


There is not enough disk space for the installation on the target server. For detailed information about space requirements for SP1, see article 892807, "The hard disk space requirements for Windows Server 2003 Service Pack 1 (SP1)," in the Microsoft Knowledge Base.


The server is running Windows Server 2003, Datacenter Edition. If you are running Windows Server 2003, Datacenter Edition, you will be unable to update to SP1 without first contacting your hardware vendor. OEMs are required to test Windows Server 2003, Datacenter Edition with service packs, such as SP1. You should contact your hardware vendor for additional information about obtaining a service pack that has been qualified for your system configuration. OEMs should provide you with the service pack, updated adapter drivers, utilities, and a custom hardware abstraction layer (HAL) if your system requires such additional items.

SMS Installation Failures

When Microsoft IT encountered an SMS installation failure, it was typically because of one of the following reasons:


The target server did not receive the SMS advertisement. To avoid this, Microsoft IT first verified the status of the SMS advertisement and then they performed a health check of the SMS client.


The target server did not have access to the shared network resource where the installation sequencer and SP1 package were located. To avoid this, Microsoft IT verified that the target server had the correct permissions.


The target server could not interact with the SMS package. To avoid this, in your SMS package, make sure that the Allow Users To Interact With This Program check box is selected. This check box must be selected for SP1 to install successfully.

Specific Problems

Problem: SMS installations fail when I try to deploy SP1 to backup servers.
Cause: If you use VERITAS Backup Exec as your backup agent, the backup server might hang when you use SMS to deploy SP1. This is because SMS does not stop the backup agent before restarting the server. 

Solution: To solve this problem, you should update manually using Terminal Services. Or if you want to use SMS, you can stop the backup agent before you install SP1, and then restart the backup agent after the installation. 

Problem: SMS installations fail when I try to deploy SP1 to 64-bit operating systems.
Cause: The hardware inventory in Systems Management Server (SMS) 2003 Service Pack 1 (SP1) is not updated to include information about 64-bit processors for client computers running SMS 2003 SP1 that have one or more 64-bit processors.

Solution: To work around this issue, you should manually install SP1 on 64-bit operating systems using Terminal Services. For more information about this issue, see article 886016, "Information about 64-bit processors is not inventoried in Systems Management Server 2003 Service Pack 1," in the Microsoft Knowledge Base.

Application Compatibility Issues

Problem: I am having connectivity problems with my custom applications. 
Cause: The middle tier in custom Web applications might stop functioning properly due to the new specific COM permissions and computer-wide restrictions with DCOM. 

Solution: To work around this issue, review all of the changes in DCOM with SP1. 

Summary

Microsoft IT deployed Microsoft Windows Server 2003 Service Pack 1 (SP1) into the Microsoft global environment. This document outlined their processes for deploying SP1 and the best practices they learned as a result. Microsoft IT minimized the cost of the deployment by planning carefully, creating a ramped rollout schedule, and using an installation sequencer to deploy a standardized software package. Microsoft IT's process of deploying SP1 included planning, testing, deployment, and evaluation. Regardless of the size of your organization, you should complete each of these phases in order to mitigate risk for your SP1 deployment.

Related Links


For more information about case studies about Microsoft, see Microsoft IT Showcase: How Microsoft Does IT at the Microsoft Web site. 


For information about SP1, see the following documents at the Microsoft Web site.


Windows Server 2003 Service Pack 1 Product Overview Guide. Includes an overview of the new and changed features of Windows Server 2003 SP1. 


Readme for Microsoft Windows Server 2003 Service Pack 1. Includes installation information and information about late-breaking issues with SP1.


Frequently Asked Questions About Windows Server 2003 Service Pack 1. Includes answers to the most frequently asked questions about the features and enhancements that Windows Server 2003 SP1 adds to Windows Server 2003.


For more information about deployment projects, see Planning, Testing, and Piloting Deployment Projects at the Microsoft Web site.
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